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PRE-REQUISITES : Backgrounds in numerical methods and basic programming

INTENDED AUDIENCE : Basic science, Mathematics, Engineering

COURSE OUTLINE : 
Large-scale simulations of engineering and basic science problems require efficient use of modern high
performance computing (HPC) infrastructure. This course is primarily aimed to introduce the concepts
of high performance computing (HPC) to science and engineering students. Different parallel computing
tools like MPI, OpenMP and CUDA will be discussed in connection with domain specific problems. This
course will briefly introduce parallel architecture and discuss the performance metrics of HPC programs.
Multi-CPU computing using both distributed and shared memory architecture will be discussed and
OpenMP and MPI based parallelization of iterative matrix solvers will be discussed. Graphics
processing unit (GPU) architecture and concepts of CUDA will be discussed. Matrix calculations using
CUDA will be demonstrated. 

ABOUT INSTRUCTOR : 
Prof. Somnath Roy primary area of work is computational fluid dynamics (CFD). He had been working
on several applications involving heat transfer, mixing and turbulence. He also investigate CFD
problems involving high computational cost and try to propose high performance computing (HPC)
methodologies to address them using multi-core clusters and GPGPU platforms. In last few years, he
have been mostly involved in addressing flow problems with moving boundaries.

COURSE PLAN : 

 Week 1: Introduction to high performance computing (1) , Architectures for parallel computing- Flynn;s
Taxonomy (2), Shared and distributed memory (1), Examples of parallel algorithms (1)

 Week 2: Performance metrics- speed up, scalability (2) Communication overheads and latency (1)
Introduction to OpenMP (2)

 Week 3: OpenMP parallelization of Matrix algebra algorithms (2) Demonstration of OpenMP codes (1)
Introduction to MPI (2)

 Week 4: Communications using MPI (1) Domain decomposition and Schwarz algorithm, Load balancing
(4) 

 Week 5: Jacobi solver – serial and parallel implementation (3) Code demonstration and performance
evaluation (2) 

 Week 6: Architectures of GPU, GPU Memories (3) Introduction to CUDA (2)

 Week 7: Thread algebra for matrix calculations (3) Examples of CUDA kernels (2)

 Week 8: Matrix algebra using CUDA (2) Performance optimization (2) Code demonstration (1)


