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P. An experimenter suggests the following dummy variable scheme to separate possible level
_ ZQ differences among six groups. Is it a workable one?
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- 8. Here is another six-group scheme. Will it work?

Z, Z, Zs Z, Zs
1 1 1 i 1
2 3 3 2 1
3 2 3 3 2
3 3 2 3 3
2 3 3 2 3
1 2 3 3 1
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the first five of which he believes are on one line, and the second five on another line. He
proposes to use dummy system A, below. The statistician on the project suggests system
B. Who is right?

@ @ %G. An experimenter says he feels the need to fit two straight lines to ten equally spaced points,

o

o

System A System B

X X X, X; X X, X, X;
1 1 0 —1 1 1 0 0
1 2 0 =1 1 2 0 0
1 3 0 =1 1 3 0 0
1 4 0 | 1 4 0 0
i 5 0 =1 1 5 0 0
1 0 0 0 1 5 1 1
1 0 1 0 1 5 2 1
1 0 2 0 1 5 3 1
1 0 3 0 1 3 4 1
1 0 4 0 1 5 5 1
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. “Look at these data,” a fl‘lend moans. “I don t know whether to ﬁt two stralght lmes one
straight line, or what.” You look at his notes and see that he has two sets of (X, Y) data,
given below, which both cover the same X-range. How do you resolve his dilemma? Describe,

and give model details, and “things he needs to do.”

Set A: X ¥ Set B: X Y
8 5.3 9 54

0 0.9 7 4.4

12 71 8 52

2 2.4 6 3.8
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W An experimenter has two sets of data, of (X, Y) type, and wishes to fit a quadrat-ic eqpatiqn
to each set. She also wishes (later) to test if the two quadratic fits might be identical in

“location” and “curvature” but have different intercept values. Explain how you would set
this up for her.
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iéfﬁ You have two sets of data involving values of X and Y, but you are unsure whether to fit
b the data separately or together. You consider and fit the six-parameter model

-

Y=8+BX+BuX*+ Z(ay + ;X + o, X?) + ¢,

where Z is a dummy variable whose value is —1 for “set A”” and 1 for “set B.”

@. What hypothesis would you test to answer the question: “Will a single quadratic model
fit all the data?”

B. What hypothesis would you test to answer the question: “Will a single straight line model
fit all the data?”

3. How would you obtain separate quadratic fits to the two data sets?

If a data point in set A and a data point in set B had the same X-value, would those
two points be “‘repeat points” in the fit of the full model written out above?
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®. A finished product is known to lose weight after it is produced. The following data demon:
strate this drop in weight.

Time After Weight Difference

Production, ¢ (in % 0z), Y
0 0.21
0.5 ~1.46
1.0 —3.04
1.5 -3.21
2.0 —5.04
2.5 =537
3.0 -6.03
35 -7.21
4.0 —7.46
45 —7.96

Requirements

1. Using orthogonal polynomials, develop a second-order fitted equation that reps
the loss in weight as a function of time after production.

veprerents
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E. Nine equally spaced levels of a dyestuff were applied to apparently identical pieces
The color ratings awarded, in order of increasing dyestuff levels, were

= o clotns

Y=11, 12, 10, 12, 11, 14, 16, 22, 28.

Find a suitable polynomial relationship between Y and the level of dyestuff using o
-nal polynomials.
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i L]
). Estimate the parameter 6 in the nonlinear model .
|
Y=e¢%+e¢€
from the following observations: -

t Y

1 0.80

4 0.45
16 0.04

Construct an approximate 95% confidence interval for 6.
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~  B. Estimate the parameter 6 in the nonlinear model

Y=e¢%+e¢€
from the following observations:

t Y
0.5 0.96, 0.91
1 0.86, 0.79
2 0.63, 0.62
4 0.48, 0.42
8 0.17, 0.21

16 0.03, 0.05

Construct an approximate 95% confidence interval for 6.
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5 }5 The demand for a consumer product is affected by many factors. In one study, measurem

on the relative urbanization, educational level, and relative income of nine geographic

Qyéa.$ were made in an attempt to determine their effect on the product usage. The data ce

follows:

Collechd were as s
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Relative Educational Relative Product

Area Urbanization Level Income Usage
Number X, X, X; Y
1 422 112 31.9 167.1
2 48.6 10.6 13.2 1744
3 42.6 10.6 28.7 160.8
< 39.0 104 26.1 162.0
5 34.7 9.3 30.1 140.8
6 44.5 10.8 85 174.6
7 39.1 10.7 243 163.7
8 40.1 10.0 18.6 174.5
9 45.9 12.0 20.4 185.7
Means 41.86 10.62 2242 167.07
Standard 51 5, 53 A
deviations 4.1765 0.7463 7.9279 12.6452
The correlation matrix is
X, X, X; Y
Xi 1 0684 —0.616 0.802
X, 0.684 1 =0.172 0.770
X, -0616 -0172 1 —0.629

Y 0.802 0.770  -0.629 1

(I Use the stepwise procedure to determine a fitted first-order model using F =
'Fvy‘ both entering and rejecting variables.
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@ The following 24 residuals from a straight line fit are equally spaced in time and are given
~ Im time sequential order. Is there any evidence of lag-1 serial correlation, do you think?
- (Use a two-sided test at level @ = 0.05.)

8 =5171,-3,-6,1,~2,10, 1, -1, 8, <6, 1, =6, =8, 10, -6, 9, =3, 3, =5, 1, =9
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13 Consider the simple linear regression model y, = B, + B;x + &,
where the errors are generated by the second-order autoregressive
process :

& =p&_1 t P&, ta

Discuss how the Cochrane-Orcutt iterative procedure could be used
in this situation. What transformations would be used on the variables
y, and x,? How would you estimate the parameters p, and p,?
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W€ Consider the simple linear regression model
y=PBy+Bx+e

where the intercept B, is known.

a. Find the least-squares estimator of B, for this model. Bees—this
answer-seem-reasonable?

b. What is the variance of the slope ( él) for the least-squares estima-
tor found in part a?

c. Find a 100(1 — «) percent confidence interval for B,. Is this inter-
val narrower than the estimator for the case where both slope and
intercept are unknown?
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